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ABSTRACT
One of the aspects of programming that learners often struggle with
is the syntax of programming languages: remembering the right
commands to use and combining those into a working program.
Prior research demonstrated that students submit source code with
syntax errors in 73% of cases and even the best students do so in
50% of cases. An analysis of 37 million compilations by 250.000 stu-
dents found that the most common error was a syntax error, which
occurred in almost 800.000 compilations. It was also found that Java
and Perl are not easier to understand than a programming language
with randomly generated keywords, stressing the difficulties that
novices face in understanding syntax.

This paper presents Hedy: a new way of teaching the syntax
of a programming language to novices, inspired by educational
methods by which punctuation is taught to children. Hedy starts
as a simple programming language without any syntactic elements
such as brackets, colons or indentation. The rules slowly and grad-
ually change until the novices are programming in Python. Hedy is
evaluated on 9714 programs.
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1 INTRODUCTION
With computer technology being a tool of rapidly growing impor-
tance in nearly all aspects of life, the world also needs programmers.
In fact, the world needs ever more programmers; the number of
software developer jobs is expected to grow with 17% by 2024,
much faster than the average rate among other professions [1]. In
response to this rising demand, countries such as the Netherlands
are now implementing programming and computer science (CS)
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curricula in high schools [7]. University CS programs around the
world are growing rapidly as well. However, this increase does
not address the shortage of programmers, since CS programs typi-
cally have attrition rates as high as 40% [9], which is higher than
other programs that are traditionally considered as difficult such
as physics. The Dutch bureau of statistics reports that about 60%
of physics students but only 50% of CS students finish their de-
gree in 6 years [62]. It has been hypothesized that, in universities,
this is due to the current instructional techniques that are used [9]
and expectations that are set too high [38], current introductory
programming courses ask too much of novice CS students, while
providing too little guidance.

One of the aspects of programming that learners struggle with is
the syntax of programming languages. The precision that is needed
while programming is often named as a factor which contributes
to the difficulty in learning programming. This requires “a level of
attention to detail that does not come naturally to human beings" [40].
Denny found that weak students submit source code with syntax
errors in 73% of cases and even the best students do so in 50% of
cases [16]. Altadmri and Brown analyzed 37 million compilations
by 250.000 students and found that the most common error to be
a syntax error: mismatched brackets, which occurred in almost
800.000 compilations [3]. Other researchers found that common
programming languages Java and Perl are not easier to understand
than a random language, stressing the difficulties that novices face
in understanding syntax [56]. Interestingly enough, students assess
learning syntax as more problematic than teachers [44], which
might help us understand why little effort is given to the explicit
explanation of syntax in many programming classrooms.

Various approaches have been tried to make learning to program
easier for novices. Three main approaches in previous work can
be distinguished: 1) mini or toy languages specifically aimed at
teaching, such as Scratch [47] or LOGO [42], 2) sub-languages of
full programming languages like MiniJava [48] and 3) incremental
languages which start with a subset of a language and incrementally
add new concepts, such as DrScheme [22].

This paper proposes a new form, a gradual language with an
increasingly complex syntax, based on how punctuation is taught
to novice readers in natural language education. Programming is
often seen as part of STEM (Science, Technology, Engineering &
Mathematics) [50, 64], however, learning a programming language
also shares significant characteristics with learning a natural lan-
guage, since learners also have to learn about both semantics and
syntax. It has been argued that programming education might be
improved by employing instructional strategies common in natural
language teaching [27, 45].

This paper is an implementation of that line of thought, and
seeks inspiration to learn syntax from how students learn to write
their first natural language. When learning a first language, novices
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do not learn syntax, punctuation and capitalization at once. Initially,
they only write letters in lowercase, as shown in Figure 1.

Figure 1: Handwriting of a novice learner (Dutch), using
only lowercase letters in initial writing [30]

Only in later stages, learners will learn to add uppercase, periods,
comma’s and semicolons. It has been argued that this gradual form
of teaching works best at a young age, since beginning writers are
young (around 6-7 years of age), and at that age still operate at the
pre-operational stage [41]. This means they will be so occupied
with writing, that they cannot concentrate yet on, for example,
punctuation and story-lines. Many modern researchers believe that
when novices are learning a new skill they will operate at one of
the lower Piagetian stages, irrespective of their age. This notion has
also gained popularity in Computer Science education [36]. Lister
also argued that the cognitive load of students while programming
might be overloaded by the simultaneous teaching of programming
concepts, syntax and problem solving, and that students behave
similar to younger children learning to write.

This paper presents a new way of teaching the syntax of a pro-
gramming language to novices: with a small and very simple pro-
gramming language of which the syntax rules slowly and gradually
change until the novices are programming Python, similarly to how
students acquire their first written language. Hedy supports dif-
ferent levels, each with new commands and increasingly complex
syntax. For example, printing at Level 1 is done by simply using
the command print followed by text:
print Hello!

print Welcome to your first programming lesson

In Level 2, variables are added as a concept, but quotes still are
not needed:
print name is Jason

print Welcome to your first programming lesson name

In Level 3, quotation marks are introduced in the print state-
ment, and the code to print is then:
print name is Jason

print 'Welcome to this programming lesson ' name

Hedy is evaluated on 9714 programs, showing a relative low
number of errors, and giving rise to several improvements of the
language and its error messages.

The contributions of this paper are:

• The design of a new, gradual, programming language for
novices (Section 3)

• A corresponding open source implementation (Section 4)
• A detailed examination of the implications of Hedy, and of
gradual programming languages in general (Section 5)

• An exploratory evaluation on almost Hedy 10.000 programs
(Section 6)

2 RELATEDWORK
2.1 Learning Punctuation
Research has shown that learning correct punctuation is a long
process [21] and that, while learning, novices often temporarily
forget previously acquired knowledge [53]. Extensive practice can
speed up learning to use punctuation in a correct way [35]. Research
also shows repetition is important in learning language, for example:
a word needs to be read seven times before it is stored in long-term
memory [61].

2.2 Programming Languages for Novices
In previous research three different approaches in programming
languages for novices can be distinguished [12]:

Mini-languages Mini-languages are languages that are small
and especially designed to support learning to program. A
well-known example of amini-language is Papert’s LOGO [42].
More modern examples of mini-languages are Scratch [47]
and Karel the Robot [10]. Mini-languages are said to “pro-
vide a solid foundation for learning a general purpose lan-
guage" [13], but learning a mini-language can also be a goal
in itself, leading to the acquisition of algorithmic thinking.

Sub-languages In the sub-language approach, programming
is taught to novices using only a set of commands from a
bigger programming language, which typically is one that
is used in practice such as Pascal or later, Java. Initially the
idea of sub-languages was not to have them successively
grow, but to simply select a subset to teach. Examples are
Helium, a subset of Haskell for educational purposes [26],
and MiniJava [48] and ProfessorJ [25] for Java.

Incremental approach The incremental approach first teaches
a small subset of a programming language where each sub-
set introduces new programming language constructs. This
approach was first implemented for PL/1 by Holt [29] et al.
and later also applied to Fortran [6] and Pascal [5]. Some
other versions of incremental teaching used subsets that
were explicitly not arranged as a hierarchy where “higher
level” contained the “lower level” but instead divided the lan-
guage into overlapping languages like chapters in a textbook
would. ones [58]. More recently, DrScheme used a similar
approach for Scheme [22].

2.3 Educational Effects of Different Languages
Researchers have attempted to understand the effect of different
languages on study success of learners. Wainer and Xavier for
example compared a course in Python with one in C and found
students using Python were less likely to fail and scored higher on
the exam [63] This gives credibility to our hypothesis that a simpler



language with less syntactic elements—Python in this case–has
benefits in teaching. One might wonder though, whether teaching
a simpler language interferes with more complicated language
learner later, but research does not suggest this. Manilla et al. studied
eight students who learned programming in Python before moving
on to Java, and found no disadvantages from having learned to
program in a simpler language when later learning a more complex
language [39]. Enbody also performed two studies showing that
Python can also serve as good preparation for subsequent C++
courses [19, 20].

2.4 Spiral Approach
As early as 1977, Shneidermann described what he called a ‘spiral
approach’ to learning programming, which shares a great number
of design goals with Hedy. Shneidermann argues that, to accommo-
date the cognitive limits of learners, learning to program should
start with a small amount of syntax (and accompanying simple se-
mantics). He writes: “A programming course might begin by teaching
the semantics and syntax of free-format input and output statements,
then progress to the simplest forms of the assignment statement and
arithmetic expressions. At each step the new material should contain
syntactic and semantic elements, should be a minimal addition to pre-
vious knowledge, should be related to previous knowledge, should be
immediately shown in relevant, meaningful examples and should be
utilized in the student’s next assignment. This is the spiral approach”.
Shneidermann also recommends extensive practice of simpler forms
before advancing to new forms and argues this could help students
who would otherwise be overwhelmed [51]. While this idea seems
very promising, and is rooted in cognitive science, it was not fol-
lowed up; the paper currently only has 15 citations. This might
also be due to the fact that the paper did not have a corresponding
implementation in a language or lesson series. Recently, papers
have also described languages that extend over time, for example
Cazzola and Olivares [14] describe a language which gradually
builds up to JavaScript, in which students were provided with dif-
ferent JavaScript variants, where each variant focused on another
language feature, e.g., loops, recursion, exception handling, object
orientation. Vega et al. describe their Java-based system Cupi2, in
which students solve increasingly more complicated problems, with
partly generated programs [60]. DrScheme also consists of a set
of languages, each a larger subset of Scheme [22]. Like Shneider-
mann argues, these languages start small, add one concept at a time,
and limit the language to concepts which have been explained and
practiced. However, while the above papers share philosophical
principles with Hedy, as far as we know a language of which the
syntax gradually changes, rather than being extended, has not been
described or implemented before.

2.5 Extensible and Growable Languages
Languages that change over time have also been proposed in do-
mains outside of programming education. Fortress for example [2]
is a growable language that is designed to “grow over time to ac-
commodate the changing needs of its users". Lusth et al. proposed
using reflection and overloading to grow and shrink languages, for
example to comply with specific coding style guidelines [37].

3 HEDY DESIGN GOALS & PRINCIPLES
3.1 Design Goals
The overarching goal of Hedy is to gradually add syntactic complex-
ity to a Python-like language, until novices have mastered Python
itself. The target audience of the language are novices from the
age of about 11, who are expected to exert a limited amount of
cognitive load on reading natural language, and are old enough to
be ready to reason at the formal operational stage. Hedy follows
these design principles:

(1) Concepts are offered at least three times in different
forms Research from writing education [21, 53] has shown
that it is needed to offer concepts in different forms over a
long period of time. Furthermore it has been shown that a
word needs to be read 7 times before it is stored in long-term
memory [61].

(2) The initial offering of a concept is the simplest form
possible Previous research has shown that syntax can be
confusing for novices [16, 56]. We therefore want to keep
the initial syntax free of as many keywords and operators
as possible to lower cognitive load.

(3) Only one aspect of a concept changes at a time In his
paper on the Spiral approach, Shneidermann argued for min-
imal changes [51]. Recent work sheds a light on why small
changes are effective, Tshukudu and Cutts show that learn-
ers are able to transfer knowledge from one programming
language to another if the syntactic differences are not too
big [59].

(4) Adding syntactic elements like brackets and colons
is deferred to the latest moment possible Previous re-
search in the computer science education domain has shown
that operators such as == and : can be especially hard for
novices, and prevent their effective vocalization of code [28],
which is known to be an aid in remembering [57]. Research
from natural language acquisition shows that parenthesis
and the colon are among the latest element of punctuation
that learners typically learn [23]. Given the choice between
colons and parenthesis and other elements like indentation,
the latter are introduced first.

(5) Learning new forms is interleaved between concepts
as much as possible We know that spaced repetition [24]
is a good way of memorizing; and that it takes time to learn
punctuation.With that in mind, we want to students as much
time as possible to work with concepts before the syntax
changes.

(6) At every level it is possible to create simple but mean-
ingful programs It is important for all learners to engage
in meaningful activities [11]. Our experience in teaching
high-school students (and even university CS students) is
that learning syntax is not always seen as a useful activity.
Students experience a large discrepancy between the com-
puter being smart, for example by being able to multiply
1,910 and 5,671 within seconds, while simultaneously not
being able to add a missing colon independently. We antici-
pate that when the initial syntax is simple, allowing novices
to create a fun and meaningful program, they will later have
more motivation to learn the details of the syntax.



3.2 Levels
In its current form, Hedy consists of 13 different levels. Table 1
shows an overview of commands available at different levels.

Table 1: Overview of commands available at different levels.
‘x’ indicates a command is available, ‘new’ means it is avail-
able in a new form compared to the previous level

Command pri
nt

ask ech
o
ass
ign
ass
ign

lis
t

if els
e

rep
eat

Level
1 x x x
2 x new x x
3 new x x x
4 x x x x x x
5 x x x x x x x
6 x x x x x x x
7 x x x x new new new

3.2.1 Level 1: Printing and input. At the first level, students can
print text with no other syntactic elements than the keyword print
followed by arbitrary text. Level 1 code and the corresponding
output can be seen in Figure 2. Furthermore students can ask for
input of the user using the keyword ask. Here we decided to use
the keyword ask rather than input because it is more aligned with
what the role of the keyword is in the code than with what it does.
Input of a user can be repeated with echo, so very simple programs
can be created in which a user is asked for a name or a favorite
animal, fulfilling Design Goal 6.

3.2.2 Level 2: Assignment using ‘is’: numbers and lists. At the second
level, variables are added to the syntax. Defining a variable is done
with the word is rather than the equals symbol fulfilling Design
Goal 3 and Design Goal 4. We also add the option to create lists and
retrieve elements, including random elements from lists with at.
Adding lists and especially adding the option to select a random item
from a list allows for the creation of more interesting programs such
as a guessing game, a story with random elements or a customized
dice.

3.2.3 Level 3:Quotationmarks and types. In Level 3, the first syntac-
tic element is introduced: the use of quotation marks to distinguish
between variables and ‘plain text’. In teaching novices we have seen
that this distinction can be confusing for a long time, so offering
it early might help to draw attention to the fact that computers
need information about the types of variables. This level is thus
an interesting combination of explaining syntax and explaining
programming concepts, which underlines their interdependency.

3.2.4 Level 4: Selection with if and else flat. In Level 4, selection
with the if statement is introduced, but the syntax is ‘flat’, i.e. placed
on one line, resembling natural language more:
if name is Bert print 'Yellow '

Else statements are also included, and are also placed on one
line, using the keyword else:
if name is Bert print 'Yellow ' else print 'Orange '

3.2.5 Level 5: Repetition with repeat x times. In working with non-
English native Python novices, we have previously found that the
keyword for to be a confusing word for repetition, especially be-
cause it sounds like the word ‘four’ [28]. For our first simplest form,
according to Design Goal 2, we opt to use repeat x times, as com-
mon in other educational programming languages also, including
Quorum [55] and TigerJython [31].

In its initial form code is placed on one line, similar to the if
statement in Level 4:
repeat 5 times print 'Hello World '

3.2.6 Level 6: Calculations. In Level 6, students learn to calculate
with variables, so addition, multiplication, subtraction and division
are introduced. While this might seem like a simple step, the use of
* for multiplication, rather than ×, and the use of a period rather
than a comma as decimal separator for non-US students is a steep
learning curve and we thus believe it should be treated as a separate
learning goal, following Design Goal 3.

3.2.7 Level 7: Code blocks. After Level 6, there is a clear need to
‘move on’, as the body of a loop (and also that of an if) can only
consist of one line, which limits the possibilities of programs that
users can create. We assume this limitation will be a motivating
factor for learners, rather than ‘having to learn’ the block structure
of Python, they are motivated by the prospect of building larger
and more interesting programs (Design Goal 6). The syntax of the
loop remains otherwise unchanged as per Design Goal 3, so the
new form is:
repeat 5 times

print 'Hello '

print 'World '

3.2.8 Level 8: For syntax. Once blocks are sufficiently automatized,
learners will see a more Python-like form of the for loop, namely:
for i in range 0 to 5. This allows for access to the loop variable
i and that in turn enables the creation of more interesting programs,
such as counting to 10. As per Design Goal 3, the change is made
small, and to do so (following Design Goal 4), brackets and colons
are deferred to a later level, but indentation which was learned in
Level 7 remains.

3.2.9 Level 9: Learning the colon. To make the step to full Python,
learnerswill need to use the colon to denote the beginning of a block,
in both loops and conditionals. Because blocks are already known,
we can teach learners to use a colon before every indentation, and
have them practice that extensively.

3.2.10 Level 10: Repetition and selection nested. To allow for enough
interleaving of concepts (Design Goal 5), we defer the introduction
of round brackets and focus on more conceptual additions: the nest-
ing of blocks. We know indentation is a hard concept for students
to learn, so this warrants its own level (Design Goal 3).

3.2.11 Level 11: Adding round brackets. Level 11 adds round brack-
ets in print, range and input. As per Design Goal 4, these are
added as late as possible.

3.2.12 Level 12: Adding rectangular brackets. In level 12, learners
encounter different types of brackets for the first time, because it



adds rectangular brackets for list access, which up to now was done
with the keyword at, following Design Goal 2.

3.2.13 Level 13: is becomes = and ==. In the final level Hedy be-
comes a subset of Python by replacing the word is in assignment
and equality checks by = and ==.

3.3 User Interface
The current implementation of Hedy is shown in Figure 2. The
interface includes an editor in which to enter code on the left, and
a field for output on the right. Each level also includes buttons to
try out commands introduced in each level. For each level videos
with explanation and written assignments are also accessible from
within the user interface.

Figure 2: Level 1 of the Hedy user interface in English

4 HEDY IMPLEMENTATION
Currently Hedy is implemented in Python, using the Lark parser.
Code is parsed and subsequently transpiled into Python, for example
by adding brackets where needed. The resulting Python code is
then executed. Hedy can be downloaded and ran in an IDE, but
also has a web version in which Hedy can be simply typed in the
browser, as common in modern web-based IDE’s for teaching such
as repl.it and Trinket. This enables running Hedy without installing
anything, and will thus likely increase adoption in schools where
teachers often have limited or no posiibilities to install software. It
also means Hedy can be used on mobile phones and tables. Hedy’s
code base is open source, available on GitHub1.

4.1 Grammar and parsing
Listing 4.1 shows the grammar used in Level 1. As shown in the
listing, the grammars of Hedy parse more than the language allows.
For example, the grammar of Level 1 not only parses print, ask
and echo, but any word that is placed before text separated with a
space. As such, the Level 1 parser also accepts show hello world.
This allows us to give specialized error messages like “show is not a
command in Hedy. Did you mean print?".
start: program

program: command (newline + command)*

command: "print " text -> print

| "ask " text -> ask

| "echo " text -> echo

1A link will be shared in the final version of the paper

| textwithoutspaces " " text -> invalid

PUNCTUATION : "!" | "?" | "."

newline: "\n"

text: (LETTER | DIGIT | PUNCTUATION | WS_INLINE )+

textwithoutspaces: (LETTER | DIGIT)+ -> text

%import common.LETTER

%import common.DIGIT

%import common.WS_INLINE

Listing 1: Grammar of Level 1 in Lark

5 IMPLICATIONS OF GRADUAL
PROGRAMMING LANGUAGES

Hedy is a programming languagewhich gradually addsmore syntax,
and is designed to lower the syntax barrier by giving novices more
time to learn syntax. Here we hypothesize on a number of ways in
which gradual programming languages can contribute to learning.

5.1 Reach Higher Levels of Abstraction Early
Programming is taught for various reasons, including teaching
programming to train computational thinking [66]. We envision
that because the syntax barrier is deferred to later in a novice’s
programming career, a learner can learn about higher order skills
such as how multiple statements work together (Macro-Structure
or Relations in Schulte’s Block Model [49]).

5.2 Differentiation Between Learners
Programming education knows large differences between students
within a classroom, which can lead to frustration both in quicker
and slower students [4]. From Level 7 on, Hedy allows learners
within a classroom to create the same programs with a varying
level of ‘real’ Python syntax. One can imagine that all students work
on the same assignment, where some use Hedy Level 7 while others
have already learned full Python, while still producing similar end-
results.

5.3 Run Code at Previous Levels
It is known that learners, when learning a new concept, often ‘fall
back’ and forget about other concepts they previously acquired [36].
Because of the leveled structure of Hedy, it is possible to attempt to
compile failing code with a previous level of Hedy, to detect exactly
where the student made a mistake and give a concrete suggestion
based on that knowledge, i.e. “Remember, you need to indent a
loop".

5.4 Localized Keywords
Many programming languages for young novices use keywords
which can be localized to various natural languages, including
Scratch [47]. Unsurprisingly, research has shown that learners learn
programming more easily in their own mother tongue [15]. Since
Hedy code, especially at the lower levels, has a grammar simpler
than full Python, this opens up the possibility of using keywords
in different languages, and changing them to English and Python
versions gradually too.



5.5 Gradual Error Messages
It is known that error messages are a source of frustration for
novice programmers. Especially in Python error messages do not
always aid in finding the error [17, 32]. One reason for this is that
the learner is exposed to the full spectrum of error messages at
once, and that a program as simple as print(’Hello’) can lead
to various error messages if the closing quote or round bracket
are omitted. An omitted closing quote leads to the error message:
SyntaxError: EOL while scanning string literal which is unlikely to
help a novice programmer locate their mistake. The design phi-
losophy of Hedy can improve error messages in two ways. Firstly,
the simple grammar of early levels will also allow for more precise
error messages since the range of options is more limited. This is
illustrated by the grammar of Level 1 in Listing 1. The three first
options of the command rule are allowed Hedy commands, when
none of those match, the fourth option will, allowing for the gen-
eration of a detailed error message. For example this Hedy code:
prnt Hello World generates the error message: prnt is not
a Hedy level 1 command, did you mean print? which is
arguably more helpful than NameError: name ‘prnt’ is not
defined which Python would produce. This code could even be
fixed for the novice programmer (see further Section 5.6).

In addition to more precise error messages, Hedy could also
gradually increase the complexity of error messages, for example
by initially using ‘End of Line’ rather than EOL complemented
with an explanation that Python gets confused because it does not
know where the code ends. This could later be replaced by EOL,
so learners are prepared to make the switch to the full Python
language including Python error messages.

5.6 Program Repair
The fact that Hedy code at low levels is simpler than a full program-
ming language also creates an opportunity to apply program repair
techniques. While program repair techniques have improved signif-
icantly over the past years [33, 34], the general problem of repairing
buggy programs remains hard. Recently, some initial experiments
were attempted to use program repair techniques to generate hints
for novices, however only limited success was achieved: about 30%
of programs could be repaired and novices did not benefit from the
generated hints [67]. Hedy might ease this. For example, at Level
1, Hedy consists of three keywords only: print, ask and echo, de-
tecting typos in keywords and subsequently suggesting the correct
keyword is almost trivial.

6 EVALUATION
In order to evaluate the Hedy programming language and the cor-
responding web-based user interface, we ran an exploratory user
study on Level 1 to Level 7. Hedy was released to the public on
Monday March 16th 2020, after which data was collected for 3
weeks, until April 6th 2020. Announcements about Hedy were
shared through Twitter, through a press release of the university
where the first author is employed, and were subsequently picked
up by some Dutch news sites. Over the course of the evaluation,
11133 programs were gathered. Out of these, 791 programs were
demo programs provided within the user interface, the code snip-
pets which are generated for the Hedy user when pressing one

of the ‘Try this’ buttons shown in Figure 2. The fact that 7.1% of
programs consist of demo programs shows that these buttons are
used, and as such that the interface is probably helpful in getting
started. These demo programs were however written by us, and
are therefore discarded from the evaluation which follows. We also
discard start programs, which are the programs present in the user
interface when a new level is opened by a Hedy programmer. In
total, 628 (5.6%) of these start programs were excluded from fur-
ther analysis. As such, the evaluation that follows will be based on
9714 submitted Hedy programs.

6.1 Dataset Overview
6.1.1 Level Usage. Not all Hedy levels were used equally over the
course of our experiment. We assume this is mainly caused by the
fact that not all levels were released at the same time, so we have
been collecting data for the earlier levels for a longer period of
time. Level 1 was released on March 19th, Levels 2 to 4 on March
23rd and 5 to 7 on March 31st. Figure 3 shows an overview of the
number of programs created per level.

Figure 3: Histogram of Hedy programs per level

6.1.2 Program Lengths. Most Hedy programs that were created
are small, with an average of 2.9 lines of code and a median of 2.0.
However larger programs were also present in the dataset, with
the longest one being 100. Figure 4 shows an overview of program
lengths. As expected, programs increase in length for higher levels.
Since more complicated command are included at higher levels, this
allows for more interesting programs. Figure 5 shows the average
program length per level.

6.2 Commands Used
As explained in Section 3, different levels of Hedy support different
commands. An overview of these commands is presented in Table
1. Figure 6 then presents the commands that programmers used in
the evaluation in correct programs. From this figure we can learn a
number of things about Hedy. Firstly, the specially designed echo
command seems to be popular in Level 1. This strengthens our belief



Figure 4: Histogram of program lengths

Figure 5: Overview of average program lengths per level

that giving novice programmers an easy way to interact with the
interface is helpful. In Level 2, assigning to a list is a very popular
language feature, accounting for more than half of the commands
used in Level 2. Here too we present users with a language fea-
ture of which we think it would be out of their reach syntactically:
correctly using rectangular brackets and command and quotation
marks for strings is an error prone operation for novice program-
mers. Our assumption is that early exposure to complex features
will motivate learners later on to learn about the same concepts
with more syntax rules. We do see the usage of assign list drop
starkly in Level 3, which might mean that novices focus mainly
on new features and only practice them inmoderation in later levels.

Figure 6 also points to potential issues. For example, it indicates
that the use of ask decreases from Level 1 to Level 2. This might
be caused by the fact that the syntax changes from Level 1 to Level
2, and students might be confused or discouraged by the new form.

Figure 6: Use of commands over different levels

To study that in more detail, we analyze erroneous programs and
examined which commands were used in the wrong way. This
analysis needed to be done manually, since erroneous programs do
not parse, and as such we could not extract the commands for the
generated parse tree. The result of that analysis can be found in
Figure 7. This figure indeed confirms that the new form of ask and
the removal of echo are sources of errors. Although it is important
to note that in absolute numbers, the amount of errors is quite low,
for example there are less than 100 errors involving ask in Level 2,
in which over 4000 programs were created in total.

Figure 7: Commands causing errors over different levels

7 ERROR CLASSIFICATION
Themain goal of Hedy is to reduce the initial complexity of program-
ming languages sometimes called the syntax barrier for novices, and
as such, we aim at an error rate that is lower than that of traditional
textual languages. From our first exploratory study, this seems to be
the case. Out of the 9714 programs we evaluated, 1363(12.2%%) re-
sulted in an error, either a syntax error or a conceptual mistake.
While this obviously is a broad strokes comparison, this is lower



than percentages reported in traditional textual languages. For ex-
ample, Denny et al. revealed that weak students submit source code
with syntax errors in 73% of cases and even the best students do
so in 50% of cases [16]. As a first rough measure of success, the
error rate of Hedy is quite a lot lower than these numbers in textual
languages. Of course this might not only be due to simpler syntax
bit also due to a lower number of programming concepts present
in levels 1 to 7.

To gain a deeper understanding of the underlying issues which
caused the errors, we manually inspected all 1363 programs contain-
ing an error. The following subsections describe the 11 categories
into which we coded the answers.

Table 2: Errors classified into 11 different categories

Category # programs % of errors
Incomplete code 253 18.6%
Code ran at the wrong level 251 18.4%
Misspelled or misplaced keyword 233 17.1%
Invalid character 219 16.1%
Use of invalid spaces 171 12.5%
Quotes 111 8.1%
Multiline command 72 5.3%
Python 26 1.9%
Line numbers 13 1.0%
Nested code 10 0.7%
Misconception 4 0.3%
Total 1363 100

7.1 Incomplete code
In many cases (253) novices forgot to use a keyword or an argu-
ment, or other mandatory syntax elements such as commas in a
list. There are a few directions of improvement for the parser and
transpiler possible that would improve the reporting of these is-
sues. For example adapting the grammar to allow for keywords
without arguments, and subsequently presenting an error message
to the user. However even with better error messages, it is likely
that issues with incomplete code will common. Incomplete code
is known to be of the common issues with textual languages: the
most common error found by Altadmri and Brown was a case of
incomplete code too (mismatched brackets [3], so this seems to be
an inherently hard concept to learn for novices.

7.2 Code Ran at Wrong Level
As expected, the most common mistake, occurring in 251 programs
(18.4% of programs with an error) is the mistake where learners
use commands from a wrong level. We expected this to happen
when learners run code they learned at a previous level at a higher
one. This was the case in 207 cases. Somewhat surprising to us, the
reverse also occurred, although not very often: only in 46 cases stu-
dents used keywords or commands not yet introduced. For example
a student aimed to run this code at Level 4: repeat 100 times
print ’.’ while repeat is only introduced at Level 5.

An obvious improvement to Hedy, also discussed in Section
5.3, would be to try to run the code at different levels, and give
feedback to the learner that they are using either a command no

longer in use, or a command not yet unlocked. This is however more
complicated than simply calling the transpiler again at a higher
level, since in many cases students did not simply write perfect code
from a lower level, but mixed code from different levels. A more
elaborate technique is needed to slice the code and treat different
lines differently.

7.3 Misspelled or Misplaced Keywords
With 233 errors, misspelled keywords are a relatively common error.
Examples are writing keyword in uppercase or omitting one letter.
We also saw cases of programs using keywords in Dutch or Spanish
rather than in English, or changing keywords to fit natural language
better, for example using are instead of is:
choices are m, n, b, v, c

print choices at random

Most likely this problem is caused by the fact that because a list
is assigned and the word ‘are’ is the most fitting form of the verb.

While misspelling a keyword is a simple mistake to make, gener-
ating meaningful error messages is not a trivial endeavor. In Levels
1 and 2 the error message is quite meaningful, for example the code
prin Hello’ results in the error message: prin is not a keyword
in Level 1, did you mean print?, which is possible because
of the small grammar of these levels. At higher level though, errors
gets increasingly harder to pinpoint, as is common in many textual
programming languages.

7.4 Issues with Quotation Marks
Out of all erroneous programs, 111 are related to issues with quotes.
In the current version of Hedy, only singular quotes are supported,
but some students tried double quoted instead of attempted to
naively print string literals containing a single quotation mark,
such as: print ’what’s your name?’. Forgotten closing quotation
marks also occurred, as well as the omission of quotation marks
altogether, although that could also be seen as running code at
a lower level, since Level 1 does not require quotation marks in
printing.

An especially interesting case occurred in two Level 2 programs
in the same session, which reversed the meaning of quotationmarks
entirely: print we do not know that my name is ’name’. This
might be a general misconception about the meaning of quotation
marks, but might also be some residue of Level 1 understanding,
where the addition of the fact that we can print variables and text
together is interpreted in the exact opposite direction: variables
need quotation marks, but text does not (as in Level 1).

A subcategory of quotation issues is the use of quotation marks
in commands other than print. In an attempt to keep the language
simple, and to make small changes as per Design Goal 3, quotation
marks are firstly only added to print. The ask keyword and as-
signment can still be used without quotation marks in Level 3. So
these are both valid Level 3 programs:
naam is Hank
ask What is your name?
In 35 programs however, students assumed that quotation marks
would also be needed in other commands involving string liter-
als. While that assumption is sensible, the limited amount of 35
mistakes with this (versus 2818 successful programs involving ask,



print or assignment in Level 3 and up) strengthen our belief that
this was the right design choice.

7.5 Issues involving Spaces
145 errors were related to the incorrect use of spaces, for example
starting a line of code with a space or forgetting a space between
arguments, like: print ’hey ’name
Some of these issues might be addressed with a stringer parser—the
example above could be parsed with relative ease—but for others
the question of how to address them is more related to pedagogy.
For example, starting a line with spaces currently is not allowed,
even in lower levels, because that might cause issues later when
indentation is introduced. Error messages could be improved for
these kinds of errors. These programs now cause parse errors since
the grammar does not support starting with a space, hence the error
message is: No terminal defined for ’ ’ at line 1 col 1,
which is not friendly. The parser could be improved to generate
more meaningful errors here.

7.6 Issues involving Other Invalid Characters
Apart from quotation marks, other characters can also cause is-
sues, which they did in 219 programs. For example, some students
attempted to print HTML code, maybe to make the output of the
code look nicer:
print <p> cheese <p/>, or used comma’s in print statements:
print He is thinking, Pete must be here. Other invalid
characters included letters with accents, or errors due to encoding
issues. Improving the parser and the reporting of such errors is
certainly an improvement to be made, however these issues are not
directly related to the design philosophy of Hedy.

7.7 Multiline Commands
72 errors were due to the fact that Hedy programmers assumed
that commands could span multiple lines, for example:

k is ask choose a number

if k is 1 print 'yes'

else print 'wrong '

This, however, could also be a case of negative transfer from other
programming languages in which if and else are placed on differ-
ent lines.

7.8 Python Commands
Almost 2% of errors (26 programs) seem to be caused by students
with some experience in programming in Python, or other program-
ming languages, using commands that they are used to in those
languages. For example a program submitted at Level 3 read:
print ’Hello world’, ’ d’.
This program uses the comma as a separator between arguments,
and likely stems from exposure to other languages. Due to the simi-
larity Hedy shares with Python, some transfer (negative or positive)
is expected. It is certainly an interesting endeavour to try to under-
stand this transfer better, for example by running a study in which
we measure the Python knowledge and programming knowledge of
Hedy users. It is an open question how to communicate the overlap
in programming languages to users; should we stress the fact that

Hedy is like Python, or should we present it as its own language
and downplay the overlap?

7.9 Line Numbers
To help learners read the example programs provided in the accom-
panying lesson materials, we included line numbers in the example
programs. A small number of programs accidentally included these
line numbers, causing errors. We observed in subsequent programs
within the same session that these error were relatively easy to
solve for learners. This phenomenon, although not frequent, does
raise the question of whether using line numbers in example code
is helpful, or whether we should make it clearer that they are not
part of the code snippets themselves.

7.10 Nested Code
Levels 1 to 6 do not support the nesting of more than 2 commands;
you can include one if in a repeat or the other way around, but
not more, because there are no code blocks yet. However, some
learners (0.7%) attempted to nest multiple if commands. In a way,
this is a special case of running code at a level too low, but not
exactly, since these programs tried to nest the if commands on one
line. While this category is very small, it does point to interesting
issues in the Hedy design, since there will always be a small part
of the learners that will try to stretch the limits of a level. How to
handle that is an interesting open question.

7.11 Misconceptions
Four of the errors seem to be not related to syntax errors, but are
due to misconceptions about how computers operate. A common
misconception for example is that computers are smart and can
process natural language [43].

Firstly, one programmer kindly asked the computer to select a
number at Level 2 rather than using the random syntax:
l is 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 , 10

ask choose a number above 0 and below 10

Hedy shares with other programming languages the issue that
learners do not see the difference between a machine that can
fully comprehend natural language and a machine that simply
executes a programming language, even though Hedy syntax is
simpler. It would be valuable to compare Hedy to a more traditional
programming language to investigate whether Hedy induces this
misconception to a lesser extent, because it supports less commands
initially and thus looks less like a programming language, or to a
higher extent, because it is more natural language like.

The second program showing a misconception is this one:
print 'the animal is a' animal

animal is cat

The misconception here seems to be the assumption that the
order of a program does not matter, and potentially also that as-
signment to a variable creates a connection which can be resolved
later. These too are both common misconceptions [18, 46, 52, 54]

8 DISCUSSION
This paper describesHedy: a new programming language for novices
that gradually adds and modifies syntax to ease the learning of



Python. This section describes some open issues not yet addressed
in this paper.

8.1 Trade-offs
One of the overarching aspects of discussion around Hedy is the
trade-off between starting simple and then later learning a new syn-
tactic form, which takes mental effort, and learning the right syntax
from the start. While research shows that learning a simpler lan-
guage does not interfere with more complicated ones later-on [39],
we are not sure of the effects within a single language. One could
argue that different levels of Hedy are different languages, but most
likely in the mind of the user they will be seen as one. In computer
science the vision seems to have been to learn the right thing from
the start which presents cognitive overhead of remembering sym-
bols and also might give the impression to learners that they need
to learn arbitrary things. Learning to write on the other hand has
mainly taken the opposite stance of allowing many different forms
and adding small steps. Our goal is to explore a form of middle
ground between these two forms of teaching.

8.2 Starting List Indices at 1
One of such trade-offs, addressed in the previous subsection, is
where to start counting. In the current implementation, we abide
by the convention adopted by Python and most other programming
language’s of starting at 0. We can very much envision a future
version of Hedy in which counting initially starts at 1 to align with
what students know from math, and only changing this to 0 in a
later level of the language, since we have found that learning to
count from 0 takes considerable effort and practice, and does not
necessarily add value for learners.

8.3 Multiplication and Division
A second trade-off is the choice of operators for basic calculation.
For Level 4, in which calculations are first introduced, we consid-
ered using × initially for multiplication and : for division, rather
than * and \. That would be more in line with Design Goal 2 be-
cause it would align with what learners know in early high-school.
We decided against that for practical reasons, because it would
either require students to type the × character with a special key
combination which is not something used in the remainder of the
lessons, or require us to parse the letter x as multiplication which
presented parsing issues. Also, most students will be familiar with
a calculations on the computer, for example in a spreadsheet, where
the * is also commonly used for multiplication and \ for division.

8.4 Access to the Type System
In Level 3, where types are introduced, we considered also adding
a simple syntactic form of type() to allow novices to interact with
the type system and ask Hedy what type a variable is. Ultimately we
decided against that, because we want to train novices to remember
and/or understand the types of variables themselves. However
adding this could be an interesting experimental feature.

8.5 Remaining at Level 7
When learners have reached Level 7, a quite reasonable subset of
Python is covered which includes variables, loops and conditions.

One could imagine learners simply using this level of Hedy without
advancing to full Python, using it as amini-language. One could also
imagine remaining at this level while teaching a range of computer
science concepts such as sorting and filtering and search algorithms
before adding more syntax.

8.6 Comments
The current version of Hedy does not include characters to be used
to add comments. We made that decision to keep the language
simple. However, while examining the error data set, we saw learn-
ers removing lines to understand what lines were erroneous. That
means we might reconsider the inclusion of a comments character
for future versions.

8.7 Access to Generated Python
Currently, we do not give learners in Hedy access to the Python
code that their program generates, but there is no technical reason
not to do so. Some block-based languages, including PencilCode [8]
allow a user to translate their blocks into JavaScript, inspect and
even edit the generated code. Research on switching between the
block and text modality of Pencil showed that students often ‘fell
back’ to using blocks when trying new constructs [65], but we
are unaware of studies investigating the educational benefits of
inspecting or adapting generated code.

9 CONCLUDING REMARKS
This paper introduces Hedy: a programming language for educa-
tional purposes of which the syntax grows with the level of the
students. Hedy is designed based on 6 concrete design goals rooted
in prior research. The paper presents an exploratory evaluation
on 9714 programs in Level 1 to 7 which indicates a relatively low
error rate of 12.2%. While confusion between code of different levels
is the second most common source of errors which accounts for
about 20% of errors, these mistakes only occurred in 251 of pro-
grams (2.6% of programs), which increases our confidence that the
benefits of syntax that starts small outweighs potential confusion it
causes in later levels. The evaluation furthermore presents a num-
ber of actionable improvements for Hedy, including more improved
feedback for incomplete programs and program that misspell key-
words, and better analysis of programs that combine commands
from different levels.

The current research gives rise to a number of avenues for future
research. Firstly of course—when times will allow for this again—we
plan to perform observation studies on students programmingHedy,
for example using a think aloud protocol. In that setting we can
also measure the prior understanding of students of programming
in general and Python in particular to gain a deeper understanding
of interaction effects. Secondly, Levels 8 and up could be released
and tested, improved with the lessons we learned from the current
study. It would be interesting to see whether the error rate remains
low when complexity of programs increases.

Additional studies, whether done online or in classrooms, would
also allow for us to explore many of the trade-offs outlined in
Section 8, such as starting counting at 1 or giving students access
to the generated Python code.
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